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Opening Comments

Technology Advances stop for no one

TC9.9
Mission Critical Facilities, Data Centers, Technology Spaces and Electronic Equipment

Discussion Goals

Where we have been.... Whereweare.... Where we are going

Recommendations

Change to Online Subscription.... Change how we operate
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Where we have BEEN

Formation & Early Days

2002 - TG9 HDEC
High Density Electronic Equipment Facility Cooling

2003 - TC9.9
Mission Critical Facilities, Bata-Centers-Technology Spaces & Electronic Equipment

2004 - Book 1
Thermal Guidelines For Data Processing Environments (46 pages)

2005 - Book 2
IT EqQuipment Power Trends
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Where we have BEEN - Takeaways

Takeaway 1 (speed)
Obsessed with speed to market

Takeaway 2 (trusted)
Obsessed with unbiased, vendor neutral, TRUSTED source

Takeaway 3 (well known)
Obsessed with becoming known in the data center industry

Takeaway 4 (productive & efficient)
Meetings were bureaucracy / business LIGHT & production HEAVY
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Where we ARE

Technology Advances
Faster than we can update publications

Publications Size
Books have become much larger.

Forced to use White Papers to try to keep up

Committee Size
Radically increased in size & beyond intended TC Structure Capacity

Commiittee Meetings
Meetings are mainly administrative & presentations

Little to no actual work is produced
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Where we ARE

Hybrid Meetings
Our meetings are hybrid which is not as effective as 100% in person or 100%
Ashrae is unable to provide suitable equipment for a hybrid meeting
Net result, meeting effectiveness is reduced

Technical Committee Infrastructure
Our size exceeds the scope & intent of the administrative software
We waist having to compensate for membership handling software errors
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Where we are GOING

Meetings
Most topics can be handled with an online meeting or simply email

Hybrid meetings will focus on working sessions to produce work. Activities such as:
« Updating content

* Proofreading content

 Extracting glossary items from content

» Work associated with references / hyperlinks

e Live discussions
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Where we are GOING

Publications
Transition to 100% online

Switch to a modestly priced Online Subscription Model

Issue updates on a chapter or even subchapter level (much faster)

Updates will be issued periodically; frequency to be determined in the future
Focus on providing valuable content that is easily accessible:

...any time ...any place...on any device
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Whitepaper vs Technical Bulletin Comparison
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Edge Tec ‘ mcal Bulletin Comparison (whitepaper format to onllnef mat)

ASHRAE TC9:9 P
TECHNICAL. BULLETIN /

l{m‘il;onmentul Consideragions
for Reliable‘©Operation of E
Computing

Edge Computing Highlights

1. IT Equipment Warranty Risks

a. Temperature Excursions
b. Humidity Excursions
c. Air Quality Excursions

June 2020

2. Practical Solutions to Avoid
Warranty Risks

Contributors

Jon Fitch (Lead Author) —Dell EMC
Tozer Bandorawalla = Intel

Jason Matteson = Iceotope

Dustin Demetnou = IBM

Micah Sweeney— EPRI

Matthew Archibald —nVent

Tyler Duncan— Dell EMC

Trey Wiederbold — Dell EMC = =
Ty Schmitt =Dell EMC

Technical Bulletin
Shlemo Novotny = Consultant

Ben Coe — Skaska Consulting

Sama Aghniaey — Harris California - Harris Design Studio
Rajendera Kapoor— Star Consultants

Roger Schmidt - IBM

Edge Computing: Considerations for Reliable Operation

White Paper
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.. Cover Page Comparison - White Paper

ASHRAE TC9:9 S it _lz Line Title |

TECHNICAL BULLETIN //

Environmental Consideragions $
for Reliable’Operation of Fdge =~ 3 Line Title

'l - . : .
Computing

ASHRAE TC 5.9 Technical Bulletin

k‘” Ege Compting Mighlyhts

ASHRAE 1Cpe “
TECHNICAL BULLETIN / .

June 2020

created by ASHRAE Technica

Facilivak Qg enters, Technology Spaces. #hd : - 4 Line Author

3 Pracical Sowmsons 1o Avad
Warrerey Hnks

Eogo Camputing Comauderatizcns for Rosabio Opecatian

| Technical Bulletin |

Contributors

Jon Fireh (Lead Author)—Dell EMC
T'ozer Bandorawalla— [nzel

Jsom Matteson — [ocotope

Dustin Demetniou = IBM

Micah Sweency— EPRI

Matthyew Archibald —nVent Key Plan
Tylker Duncan = Dell EMC H Many LineContributor I

Trey Wiederhold = Dell EMC

Ty Schmin— Dell EMC
Mark Bailey —Dell EMC
Shlomo Novotny = Consultant
Ben Coe—Skaska Consulting

Sama Aghniacy — Hamrs Calitornia « Harris Design Suxlhio
Rujendera Kopoor = Star Consultants

Roger Schmids - [BM 1) Just a cover

White Paper 2.) No attempt to attract, inspire

ASHRAE

3.) No curiosity trigger
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;‘_Cover Page Comparison — Technical Bulletin

ASHRAE TC 5.9 Technical Bulletin

' ASHRAE TC 9.9 Technical Bulletin
e .. 1 Line Title

N
) :
I% ,.“5!” Edge Computing Highlights 1 Line Title

1. IT Equipment Warranty Risks

a. Temperature Excursions
b. Humidity Excursions Simple Highlights
c. Air Quality Excursions

2. Practical Solutions to Avoid
Warranty Risks

1.) Landscape for easier

digital viewing
1 Line Title

Edge Computing: Considerations for Reliable Operation

2.) High impact dynamic
graphic Technical Bulletin

3.) Highlights
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Introduction
Acenrding v Garner, by the year 2025, more than 75% of entemprise=generaied data will be crented ntroduction
and processed ouiside the traditional dota center or cloud |1). Instezd, some of this data will be Accardng b Gariner, by Fe 2025 Fian TH% of et Ranid growth of I b I dasses of digital Ah
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A e W LA LY s, F M BTy 1L applicaton is foo katerncy sersitve (o be ransmitted back %0 a cenrolized doud
term, There are o namber of resoamess imthe pubdic donain chat provide o pood definidon of whar o . h SRMET,
comnprises sdie computing [2=6]. For the purposes of this paper, “edie” nefers 10 computing that ’ -ﬁf‘ﬁg Wlninsut:rlggilzii::ao::mt::. e sl + Digital Growth Amas. Growth in =dge compting can be allibuled 1o
i carvied out st o vezar the soures of the data. Pdge duta centers can deliver closdH ike capabilidies ) expanding and emerging applicatons, indluding:
similar to those found in centralized data conters, but with much kwer katency and lower data + Edpa (nat newl. Althcugh the concept of edge computing & not new and has P — . 50
s pot costs dus to their proximity e the end user, s el for May years, “adga” i o soeewhal bl b, s
#  Ilamel of things (l6T] = Blockohan
Fapid J_.'rl:nﬂ_ll of edge computing ia being drivan by new classes lh!'digllu'lglw‘ﬂl thit require liszal Thare are & numker of resources. in the public domain that provide a good = Arificel ivieligence (Al &  Remote kamng
processing. e whene the dataser Is oo lanze and'or the application s o ttency serditive o be dafwition ol whal compiseas edgs computing [2-i & Sirmaming |Le., videos, vides confersncing s Telemedicne
ransmed back woa cemnralized cloud server. Thise areas of digial growth can b grouped mio « [Edge Definition. For the pursoses of this paper, “edge” reflers b computing
4 Glepors: artificaal '.||I;c'||:|yl.'||l.'l.' LAl ), irstemel xlfUIlnyHl|xl'[1. 50, amdl blockchain, One way (5 dhat s camad cuk & or near the scurce of Fha data, +  [Dala Vohims Growthe O way K think aboul the growmih of edpe compating
thiek abour the growth of edge computmg (2, as the volunse of data grows, that dats 15 becoming » . . ) . is: ax the wolume of data grows, that dala is becoming heaver and denser
hazavair sl demser and maore dilficult 1o move [7], Data sebs ane pow s laoge it makes maore sense * -Elfnmhrn'.\u mwﬂ&ijﬁcuua;ﬁmmlm. ﬁ:*mh:num h::u:h\:\nc-.- aned marg difficull 1o mova [Th
o propess and store them locally rather than transport them o a regional clowd dota center. The and Iowar daba ranspon costs dua B thair prodmity i e and uker, s Local Dalp sets ard nde 50 Bege it makes mon senee Lo prodsas and sion
net result s there will be many more edge dala cenders to complement the large data chowd cenbers then kecally rather than transpont them 1o a regicral dicud daks cenler.
that are the foundation for IT processing and storage. This paper will explore the challenges of « More Edge Data Conbers, Tha nat resull ks there will be many mare edga
designing amd mainiaming small data centess thal are sarrounsled by semi=conirollad, or even aa sanlees 1o complment ke Bige cloud dala cenlar thal ane Fe
urscantralled. external environmenis. foundation for | T processimg and =horage.
Scnl.e and Froblem Statement This technicsl bullstin axplorss e challanges of designing and martaning enall
. data conters Tat ane sumounded by

Thais vecuteal bided i wiitten to ldghlight the envicosmsental amd relabilicy challenges of small o Serricontioled of sen il axseenal i b
e daa centers, Examples of small data centers fnclude modular dana centers fabmcated from
stoe] shapping combainers, prefabricated edge pods, small sand=along brick and mortar data conlers, .
phemeaboibmaned enclosumes B hold g single rack, or even very snadl enclosures thal hokl cnly MI“:" e 75% al s Eddepa)
orve or bwo servers,  These snsall data cemters pemerally include all of the compule. shorage,

nehworking, power, cowling, scoumity, mmd managoment in a presssom blad and pretested enclosanc.

What these examples all share is a close proximity to an caldoer or seme=contrallsd emvizonment ASHRAE TC BB Technical Bulletin: lssued: Sept 2020
such that opening the ouler dooe of the data center could dramatically impact the lemperabare, Edge Computing: Conslderations for Reliable Operation
hamidsty ar air quality resching the IT equipnent inside. 1200 A L Pt . P bl o Al T i, Al o gl Wi e it LA [ sl e i, 2of 14
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Introduction 1 Line Title

According ro Garner, by the vear 2025, more than T5% of enterprise-gencrated data will be created
anid processed cutside the traditional dota center ar clowd [1]. Instead, same of this data will be

handled by so-callod “edge™ computing selutions or “edge” data centers. Although the comceps of
cdge computing is not now, it has boon around for many years, “cdge™ is o somewhat subjective 9 LI“E Paragraph
e, There are a rumber of resources in the pubilic domain tsar provide a good definition of whar

camprises edge compuzting |2=6]. For the purpeses of this paper, “edge”™ refers to computing that
iz carried out a1 of near the source of the data. Edge data centers can deliver cloudalike capabilities
similar ta thase found in centralized datn centers, bt with much loower Intency amd lower data
nranpit costs due o tlsele prosimity w e end user,

Rapid growth of edge computing is being driven by new classes of digital prowth that require local
priccessing, Lo where the dataset is foo large and'or the application is 1o lasency sensitive o be
transenitted back 1o a centralized cloud server. These areas of digital growil can be grouped into
4 categaries: artificial intelligence (AL, intemet of things (laTh, 50, amd hlockchain, One way o -

think about the growth of cdge computing s, as e volume of data grows. that data is bocoming 11 Line Pa ragl'aph

henvier and denser and more difficult to mave |T]. Data sets are o 50 large it mokes more sense
i process ard store teem Jocally rather than transport them to & regional cloud data center. The
net resuli 15 there will be many more edge dain centers io complemient the lorge dain cloud cemers
theat are the foundation for IT processing aisd storage. This paper will explore the challenges of
designing and maintnining small datn centers thet are surrounded by semiscontmlled, or even
uispitralled, external environments.

Scope and Problem Statement 1 Li“ﬂ Titl'ﬂ'

This technical brief is written ta highlight the environmental and relinhility challenges of small
edpe data centers.  Exanples of small data centers. include modular dsta cemters fabricated from
stee] shipping contnimers, prefehnosted edge pads, smanll stond=alone brick and martar dota centers,
pleotseabooibmaized enclosuns that bold & single rack, or even very small enclosunes thar bold only

one ar two setvers,  These small dota centers generally include all of the compute, stompe, g’ LI“E Parﬂgrﬂph

networking, power, cooling, security. and management in a preassembled and prevested enclosure.
What these examples all share i= a close proximity ta an oatdoor or semiscontredled environment
such that openimg the outer door of e data center could dramatically unpect the temperatune,
umidity or air qualiiy reaching ihe TT equipment mside,

White Paper
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1.) Uninviting; especially on smartphone
2.) Very long paragraphs; no bullets

3.) Shrunk photos of little value;
especially with no captions
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Cover Page Comparison - Technical Bulletin

Introduction

#Accoring 10 Gariner, by the year 2028 mon than 75% af anearprise=ganerabad Rapid gresth of adga compuling Is being drven by rew classas of digital growth
data will be crealed and processed ouiside 1he tadiional data canter or dloud tharl requira local processing, | e, where the data set s toa arge andior the
I1]. application s oo latency sensEre %0 be ransmitled back 1o a centralized doud
« Data Handling, [nslead, some of tnis dale wil bs handjed by so=callsd aErvar.

“adpe” compuling sautions or “sdge” daty centans. + Digital Growth Areas. Growth inasdge computing can be atiibuted 1o

axgardieg arsd amangeg o ealitre, ol H
« Edge [nat new). Although the conoeol of sdpe computing is not new and has xpang I rgreg acel g
seem e b e (=== = besarny dround Mo meany years, “adge” is a someawhial subjecive i = Online shoppirg « GG

- = Fitamnatl of things {oT) » Elockohain
Twchnical Bulletin
i\] i “ Thesre: ars a mumber of resources in the public domain that provide a good »  Ariticia] inteligancs (Al = Remota eaming
. E definilion of whal comoises edge computing [2-8% - Sh'llﬂ'ni'll] . videces, video :mm,“:ng:' «  Toamedicine
[ Whits Paper ] Key Pla“ s Edge Definition. For e purpoass ol (his paper, “sdyge” ralers lo compuling
thest b5 =evied ol BL OF MRAT This Soifces of s daka, + Data Violume Growihe Ore wary b think sboul the growih of edge compuling
) is: @s the vollume of daba grows, thal dale is becoming haaviar and danser
+ Edge Difference. Edge dola coniers con delver dougfike capabiltes and mora difficull io mose I
similer o these tound in cantralized deta cankars, but with misch lower latency
ard fowsar dala trarspart oosis dus 0 their proximity 1o the snd usar, « Local Data saks e ﬂnwmlan;n Il Makas Mors Sanes 10 process and slora

tnem locally rather than transpart them 1o a regonal doud data center,

« More Edge Data Cemters, The net resul |5 there will be many more edge
dala centers 1o complement the large doun data cemiers that are the
laursdation far IT procesaing and siorage,

This technical bulletin esplones $he challenges of dasigning and mantaining small
darla cernens Fal ane surrounded by

+  Samimconirolied or even unconsolled sstamal anvioamens.

1.) Lots of integrated whitespace Ela L= Poar s upacted e

ASHRAE TC 9,0 Technical Bulletin: Issued: Sept 2020
Edge Computing: Considerations for Reliable Dperation

2 .) Si m p I e g rap h i CS 00 MEHAAE frnbn i ot el wes oo Aol moracieonon, Seietnon, or e i s s ol oo i re peemlt weoul ASHFLEE Y o e o maEEny 2 Df 14

3.) 2 Column format | Technical Bulletin
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Introduction
Apcarding to Gartner, by the year 2035 more than 75% of enlen n r-gml-rm Hp.ngm-m af edge comp hrl; m gnrmm mwhs nf1|g|| Igmm
data will De created o mﬂu:!!Dﬂﬂ oulsice the fradition |ﬂ!| ar choud that requre bc:lDuxEs data set is oo
n- m:ln-ul-u is oo batanc: uedbwcw rmslm-.l kmd

- buuamhg. h)an
g computing solulio

= Digital Growth Areas. Growth in edge compuling can be alifbuled o

wxpanding and emerging applicafions, indhudin
. Engtut :wlmwmleoonueuruqu.mug r-ulnm.-:s-ur pending g s v
ey und fol eoge” 8 & somewhal subjectine ten +  Deline shopping . 56

o Internes of things (kT « Bleckehain
There ace & mumber af rsaurces in the public domain thal provide 2 good = Arfical realigenca (A} «  Ramata laaming
definition af what W"‘F 262 oilge com puting (6], & Straaming {i,e,, wdsas, ing)
= Edge Definstion. For ®e puipasas of his paper, "edige” refens 1o o0 puling
it is cariad out 517 s I Bourss of o data. » Dala Volurne Grawth., e way |0 Bk aboul IFs giomth of sdge compuling
i a8 the volume of data grows, That data & bacoming haavier and denser
- Edgs Ec;ye ueta cerins delver cloucH o aned moe dificult i mowe (7],
5|m:|a 140 thasa found in centralzan data contars, but with much lowar lbancy)
nd Jower data transpos rI osls dus 1o el pmonlrrllyl o thie @nd user, = Local. Data sets are now 5o large it makes mors sense to process and store

them |ocally rather than transoor them to a regionall cloud data center,

Edgn & Maro Edgo Data Centors, The ret result s thars will be many mare sdgs
%. daty eenbans 1o complement the birge cloud data canters hal ars ths

j . Toundation for T processing and slarage.
5 E & This leckevical bulletn axplnas the chalenges o desigring and mains rivg smal

i chalia cnlers hat ane suirounded by
» Semmcorirolled or even unconicolied exiemnal ermdranmenl 15

(Grealor than 75% a: e Edge)

Cover Page Comparison — Technical Bulletin /

There are a number of resources in the public domain that provide a good
definition of what comprises edge computing [2=6].

1.) 3 Levels of Detail (reader’s choice)

2.) Bulleted Lists
a.) Rule of 7 +/- 1 (max list 8 items)
b.) Bullet headings

« Edge Definition. For the purposes of this paper, "edge” refers to computing
that is carried out at or near the source of the data.

« Edge Difference. Edge data centers can deliver cloud-like capabilities
similar to those found in centralized data centers, but with much lower latency
and lower data transport costs due to their proximity to the end user.

-

Digital Growth Areas. Growth in edge computing can be attributed to
expanding and emerging applications, including:

« Online shopping e« 503G
» |nternet of things (loT) e Blockchain
« Artificial intelligence (Al) « Remote learning

+« Streaming (i.e., videos, video conferencing) « Telemedicine

Confidential
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Comparison Takeaways

Technical Bulletin format is:

1.) More reader friendly

2.) Readable on smartphone

3.) Multiple levels of detail (reader choses)
4.) Well integrated white space

5.) Landscape / wide screen format

6.) Good example of online friendly style
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Other Considerations
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Simple Reformatting

Introduction

1.1 PURPOSE AND OBJECTIVE

Data center infrastructure management (DCIM) is the supervision,
administration, and operational control of data center assets and resources with the
aim to optimize cost and performance in terms of infrastructure availability, energy
efficiency and operational efficiency. Managed assets include both the supporting
physical infrastructure systems as well as the IT and telecom equipment (i.e., the
load). The primary resources managed within a DCIM system to achieve effective
capacity planning and workload scheduling are power, cooling, networking, and
space. All should be maintained and provided in the right amounts at the right time
even as load and environmental conditions dynamically change. An imbalance can
strand resources, limiting capacity and operations, as well as be financially
wasteful. Worse still, poor management and planning of these resources can put
data center assets and their continued operation at risk.

When properly implemented and maintained, DCIM systems and their
software tools will achieve the following:

»  Prevent or reduce the impact of critical events

» Improve asset, change, and workflow management

*»  Help match resource supply and demand for greater operational and energy
efficiency

» Improve capacity planning through key performance indicators and resource
tracking and trend analysis

»  Facilitate reporting, auditing, compliance, and general performance
monitoring efforts

20 Lonfidential
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Introduction

1.1 PURPOSE AND OBJECTIVE

Data center infrastructure management (DCIM) 1is the supervision,
administration, and operational control of data center assets and resources.

* Aim to optimize cost and performance in terms of infrastructure
availability, energy efficiency and operational efficiency.

e Managed assets include both the supporting physical infrastructure
systems as well as the IT and telecom equipment (i.e., the load).

¢ The primary resources managed within a DCIM system to achieve
effective capacity planning and workload scheduling are power, cooling,
networking, and space.

¢  All should be maintained and provided in the right amounts at the right
time even as load and environmental conditions dynamically change.

* An imbalance can strand resources, limiting capacity and operations, as
well as be financially wasteful.

o  Worse still, poor management and planning of these resources can put
data center assets and their continued operation at risk.

When properly implemented and maintained, DCIM systems and their
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Book Assessment

Book Counts

Book Ratios

Current Books

Current Books

Book Count A 14
Chapter Count B 124
Appendix / Other Count C 68
Page Count for Chapters D 1,618
Total Page Count E 2,100
Original Thermal Guidelines
Chapter Count F 5
Appendix / Other Count G 3
Page Count for Chapters H 34
Total Page Count | 46

Pages / Book J=E/A 150
Pages / Chapter K=D/B 13
Pages / Appendix - Other L=(E-D)/C 7
Pages / Chapter & Appendix - Other N=E/(B+C) 11
Original Thermal Guidelines
Pages / Book P=I 46
Pages / Chapter Q=1/F 7
Pages / Appendix - Other R=(I-H)/G 4
Pages / Chapter & Appendix - Other S=1/(F=G)
Compare Current to Original
Pages / Book T=J/P 3
Pages / Chapter U=K/Q 2
Pages / Appendix - Other V=L/R 2
Pages / Chapter & Appendix - Other W=N/S 2




Book Assessment - Summary

Book Comparison - Current to Original

Topic Original |Current |Current / Original
Pages / Book 46 150 3
Pages / Chapter 7 13 2
Pages / Appendix - Other 4 7 2
Pages / Chapter & Appendix - Other 6 11 2
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Recommendation

Rapidly Deliver Content Updates to the Industry by:

1.) Convert the books to an online subscription

2.) Issue updates at a chapter level

3.) Reduce chapter size

Book Comparison - Current to Original

Topic Original |Current |Current / Original
Pages / Book 46 150 3
Pages / Chapter 7 13 2
Pages / Appendix - Other 4 7 2
Pages / Chapter & Appendix - Other 6 11 2

)
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Closing Comments

Books are a lot of work yet seldom accessed
 Online. We are going to convert the books to an online subscription

- Smartphone. The content will be easily accessed & used on a smartphone

- Updates. The content will be more up todate by updating at the chapter level

e
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